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I. EXPERIMENT

A. Sample characterization

Powder X-ray diffraction measurements were carried out on the 11-BM diffractometer at

the Advanced Photon Source using an X-ray wavelength of 0.45893 Å. Measurements were

conducted at at T = 90 K and 300 K. Reitveld refinement of powder data was carried out

using the FullProf software [1].

Fig. S1 shows the diffraction data and Rietveld refinement at 90 K (a) and 300 K (b).

K2IrCl6 maintains a cubic crystal structure at all measurement temperatures with no observ-

able symmetry lowering down to 90 K. Table S1 summarizes the resulting crystallographic

parameters and atomic positions. All refined parameters are consistent with published re-

ports [2, 3].

To complement the diffraction measurements and verify a local cubic structure in K2IrCl6,

T = 300 K x-ray pair distribution function (PDF) measurements were carried out at the

Advanced Photon Source, 11-ID-B with an X-ray wavelength of 0.2116 Å. We used GSAS-

II [4] and PDFgui [5] for data processing and refinement. The measured PDF and refinement

are shown in Fig. S2 with positions for distances of Ir-Cl, Cl-Cl and Ir-Ir indicated out. The

data reveal a single nearest neighbor Ir-Cl distance as expected for a local cubic environment.

No deviation from the cubic structure is observed at room temperature.

Heat capacity measurements were conducted using a Quantum Design PPMS in zero field

during a warming process. The phonon contribution was estimated using the empirical model

by N. Khan et al [3], which incorporates one Debye-type and three Einstein-type terms.

The Debye term accounts for 24% of the total modes, characterized by a Debye temperature
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TABLE S1. Crystallographic parameters and details of the structure refinement for K2IrCl6.

T 90 K 300 K

Space group Fm3m Fm3m

a = b = c (Å) 9.6973(2) 9.7777(3)

α = β = γ (◦) 90◦ 90◦

Atomic parameters

K x/a = 0.25, y/b = 0.25, z/c = 0.25 x/a = 0.25, y/b = 0.25, z/c = 0.25

Biso = 1.119(39) Biso = 2.779(68)

Occ = 1.003 Occ = 0.994

Ir x/a = 0, y/b = 0, z/c = 0 x/a = 0, y/b = 0, z/c = 0

Biso = 0.260(8) Biso = 0.886(10)

Occ = 1.002 Occ = 1.001

Cl x/a = 0.2394(2), y/b = 0, z/c = 0 x/a = 0.2373(2), y/b = 0, z/c = 0

Biso = 0.840(28) Biso = 2.203(47)

Occ = 0.991 Occ = 0.998

Refinement

Rp 9.32 8.59

Rexp 4.90 5.57

χ2 6.72 3.52

ΘD = 91.1 K. The three Einstein terms have Einstein temperatures ΘE = 459, 242, 136 K,

respectively.

Magnetization measurements were carried out using a Quantum Design PPMS vibrat-

ing sample magnetometer (VSM). Fig. S3(a) shows the temperature dependent magnetic

susceptibility measured under a [1, 0, 0] oriented H = 0.1 T field. Data was collected on

warming after zero-field cooling. A Curie-Weiss temperature of θCW = −32.98 K and para-

magnetic moment of 1.59 µB were extracted from a Curie-Weiss fit to the data over the

temperature range 100 < T < 280 K. These parameters are in agreement with published

characterization [3]. Fig. S3(b) shows the field dependent magnetization at 2 K, 6 K, 60 K

with the field along [1, 0, 0] and [1, 1, 1] crystal directions.
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FIG. S1. High-resolution synchrotron powder X-ray diffraction on K2IrCl6. Results of a Rietveld

refinement(black line) are displayed overtop of the high-resolution powder x-ray diffraction (red

circle) at (a) 90 K and (b) 300 K . The expected reflections are indexed with green ticks and the

blue line is the fit residual. Insets show the zoom-in of the high-Q diffraction pattern. No structural

distortion or impurity phases are discernible.

B. Details of Absorption Corrections for Inelastic Neutron Scattering Data

Iridium has a large neutron absorption cross-section of 425 barn. The absorption lengths

of K2IrCl6 are 4.2 and 8.2 cm−1 at neutron energies 14.5 and 3.32 meV, respectively. Thus an

absorption correction is necessary in processing the neutron scattering data. The absorption

correction for CNCS data was conducted using the built-in Mantid algorithm [6]. The

Mantid algorithm relies on a numerical integration method, which effectively calculates the
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FIG. S2. X-ray pair distribution function (PDF) for K2IrCl6 measured at 300 K. The measured

PDF (red circles) on top of the refinement (blue line) with the difference (green line). The positions

for distances of Ir-Cl, Cl-Cl and Ir-Ir are pointed out. No deviation from the cubic structure is

observed at room temperature.
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FIG. S3. Magnetic properties of K2IrCl6. (a), Temperature dependence of magnetic susceptibil-

ity (black curve) and inverse magnetic susceptibility (blue curve) for K2IrCl6 measured under a

magnetic field of H = 0.1 T. The red line is the Curie-Weiss fit to the inverse susceptibility data

at T > 100 K. (b), Field dependence of the magnetic moment at 2 K (red), 6 K (blue) and 60 K

(black) along [1, 0, 0] (solid) and [1, 1, 1] (dashed) directions of the crystal lattice.
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attenuation factors arising from sample absorption based on its given material properties.

In this study, an approximate cylindrical crystal array with a radius of 0.12 cm and a height

of 3 cm was utilized for the measurements. The cylindrical crystal array was discretized into

small cubes, each measuring 1 × 1 × 1 mm in size. The cubes whose centers lie within the

sample make up the set of integration elements. Path lengths through the sample were then

computed for each center-point of the selected integration elements. Finally, a numerical

integration technique was employed over the volume elements using these calculated path

lengths to determine the necessary corrections [6].

C. Additional Inelastic Neutron Scattering Data

Additional inelastic neutron scattering measurements carried out on the MACS spectrom-

eter with the K2IrCl6 crystal aligned in the [h, h, l] scattering plane are shown in Fig. S2.

The observed spin wave dispersion and gap are consistent with the CNCS data and non-

linear spin wave modeling of the nearest neighbor Heisenberg-Kitaev model described below

and in the main text.
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FIG. S4. Additional inelastic neutron scattering data. Magnetic excitation spectra measured in

the [h, h, l] scattering plane on MACS at 1.8 K.
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D. Additional Polarized Neutron Scattering Data

Polarized neutron scattering measurement on the type-I magnetic peak [1,0,0] are shown

in Fig. S5. The spin-flip intensity of [1,0,0] reflection is sensitive to both in and out-of-plane

components, i.e. [0,0,1] direction of the magnetization for guide fields P ∥ Q, and only in-

plane components for P ⊥ Q. Although the [1,0,0] peak is extremely weak, we still observe

a stronger intensity in the P ∥ Q channel compared with the P ⊥ Q channel. Based on a

finite flipping ratio of 15.2 which gives rise to the intensity in the P ⊥ Q channel, a total

background of 0.126 counts/s is estimated in the P ∥ Q channel, and thus an intensity of

0̃.008 counts/s is left for the out-of-plane component of magnetization from type-I magnetic

order.
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FIG. S5. Polarized neutron diffraction measurement on the type-I peak at 1.5 K. The spin-flip

channel was measured for neutron spins parallel to the scattering vector (P ∥ Q) and perpendicular

to the scattering plane (P ⊥ Q). The difference between the two channels corresponds to the out-

of-plane component.

E. Survey of order by disorder gaps in various materials

In order to place our observations and the scale of quantum fluctuations in K2IrCl6 in

the broader context of order by quantum disorder candidate materials, below we summarize
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magnon bandwidths and excitation gaps that have been attributed to quantum order by

disorder.

TABLE S2. Scale of quantum order by disorder gap relative to bandwidth in candidate materials.

Material Spin W (Bandwidth) ∆ (Gap size) ∆/W Ref.

Ca3Fe2Ge3O12 S = 5/2 ∼ 1.95 meV 136 µeV 7.0% [7]

CoTiO3 Seff = 1/2 ∼ 12 meV 1 meV 8.3% [8, 9]

ErTi2O7 Seff = 1/2 ∼ 0.45 meV 43 µeV 9.6% [10–13]

K2IrCl6 j = 1/2 2.5 meV 0.7 meV 30% This study

II. THEORY

A. Model

We consider a minimal model for the (effective) j = 1/2 doublets [14] of the Ir4+ ions on

an FCC lattice relevant for K2IrCl6. The degrees of freedom of these doublets are described

by an effective S = 1/2 spin, Si, with an isotropic g-factor. From electron spin resonance

measurements [15] we expect the g-factor to be g ≈ 1.8, not far from g = 2 expected for an

ideal jeff = 1/2 doublet. 1

The cubic symmetry strongly constrains the symmetry-allowed exchange interactions.

At nearest-neighbor level, this includes nearest neighbor Heisenberg exchange as well as

bond-dependent Kitaev and Γ exchanges [17–19]∑
⟨ij⟩αβ(γ)

[
JSi · Sj +KSγ

i S
γ
j + (−1)σαβ

ij Γ
(
Sα
i S

β
j + Sα

i S
β
j

)]
(S1)

We have divided the bonds of the lattice into three types: x, y and z, depending on whether

they lie in the yz, zx or xy planes. The sign of the Γ term is determined by the bond

direction dij ≡ rj − ri as σαβ
ij ≡ sgn(dαijd

β
ij). Second neighbor interactions along the cubic

axes are restricted to only a Heisenberg or Kitaev exchange [20]

J2
∑
⟨⟨ij⟩⟩

Si · Sj +K2

∑
⟨⟨ij⟩⟩γ

Sγ
i S

γ
j (S2)

1 Deviations of the g-factor from the ideal value of g = 2 may be attributed to covalency of the Ir4+ and

the surrounding octahedron of Cl- ligands [16].
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FIG. S6. Phase diagram for J-K-Γ model [Eq. (S1)] with J > 0 from the Luttinger-Tisza approach.

For each phase we have indicated the minimal wave-vector, with X ≡ [1, 0, 0], L ≡ [0.5, 0.5, 0.5],

K ≡ [32 ,
3
2 , 0], Γ ≡ [0, 0, 0] and U ≡ [1, 0.25, 0.25]. The notation X|U denotes a minimum wave-

vector along the line connecting X and U (for example). The region with |Γ| < K/2, K > 0

does not have a unique minimum, but instead a degenerate line of minima along X|W where

W ≡ [0.5, 1, 0]. Note that we have distinguished phases only by wave-vector, not by moment

direction.

where γ is the bond direction. For simplicity, we will restrict our discussion to only isotropic

second neighbor exchange setting K2 = 0.

B. Classical Ground States

1. Luttinger-Tisza

To understand the qualitative features of the classical phase diagram, we begin by revisit-

ing the Luttinger-Tisza method [21, 22] that has been used in previous works [3, 18, 20, 23].
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FIG. S7. Illustration of a generic “stacked” ground state (along x̂) of the nearest-neighbor model

[Eq. (S1)] when J > 0 and |Γ| < K/2,. The moment direction would be parallel to stacking

direction, x̂, with filled and open circles denoting the sign.

We find a rich phase diagram including multiple commensurate and incommensurate mag-

netic phases, as well as a broad region with a degeneracy along one-dimensional wave-vector

manifolds – “spiral lines” along [q, 1, 0], [0, q, 1], [1, 0, q] and equivalents. This is illustrated

in Fig. S6. The commensurate phase with wave-vector X is a type I phase, while the type III

phase would correspond to a wave-vector of W . We note that the incommensurate phases do

not always satisfy the spin-length constraint and thus do not always represent true classical

ground states. 2 In these regions direct simulation via parallel tempering Monte Carlo [24–26]

using heat-bath updates [27] and iterative minimization [28] yield a complex set of multi-Q

incommensurate spirals whose wave-vectors qualitatively track the Luttinger-Tisza result.

2. Ground State Manifold

In the region with K > 0 and |Γ| < K/2 containing the “spiral lines” the Luttinger-Tisza

energy is E0 = −(2J +K)S2, representing a lower-bound on the true classical ground state

energy of the system. One can find classical ground states that saturate this bound and

thus represent true ground states of the model. We first construct a sub-extensive number

of collinear states with this energy. These can be understood as an arbitrary stacking of

Néel planes along the cubic directions, with two choices for the Néel state in each plane.

With three choice of stacking direction (x, y or z) and two choices per plane, we have 3 · 22L
2 Despite the face-centered cubic lattice being a Bravais lattice with a single site per unit cell, normalized

spiral states cannot necessarily be constructed due to the anisotropy of the exchange interactions.
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states where L is the number of cubic unit cells along the stacking direction. More explicitly

we can define three families of states

Sx
i = S(−1)n1+n2σx

n2+n3
x̂,

Sy
i = S(−1)n2+n3σy

n3+n1
ŷ,

Sz
i = S(−1)n3+n1σz

n1+n2
ẑ

where we have expressed the position ri = n1a1 + n2a2 + n3a3 in terms of the primitive

lattice vectors a1, a2 and a3. The σ
µ
n are Ising variables equal to ±1 that encode the choice

Néel plane. For each of these states the inter-plane couplings cancel and only the plane

perpendicular to the stacking direction contributes to the classical energy. For |Γ| < K/2

this is minimized by a Néel state (satisfying the Heisenberg part) with moment parallel to

the stacking direction (satisfying the Kitaev part), with Γ dropping out. This gives the

required E = −(2J + K)S2. These “stacked” states are identical those that make up the

sub-extensive discrete degeneracy of the FCC Ising anti-ferromagnet [29].

This discrete degeneracy does not exhaust the ground state manifold. As these stacked

states are collinear and can be oriented along perpendicular axes, linear combinations of

these states are also ground states. More explicitly, if we define

Si ≡ S
[
αx(−1)n1+n2σx

n2+n3
x̂+ αy(−1)n2+n3σy

n3+n1
ŷ + αz(−1)n3+n1σz

n1+n2
ẑ
]

where
∑

µ α
2
µ = 1, then we can see that these are normalized |Si|2 = 1. The cross terms in

the energy vanish for distinct stackings, yielding the same −(2J + K)S2 energy. We have

thus established a very large continuous manifold of ground states: for each discrete ground

state (say) stacked along the ẑ direction, we can “rotate” it into two arbitrary ground states

stacked in the x̂ and ŷ directions, producing a new (non-collinear) ground state.

This continuous manifold is a subset of the continuous manifold found in the Heisenberg

limit when J > 0 and K = Γ = 0 [30, 31]. In the Heisenberg limit, this manifold is

considerably larger. For example, the stacked Néel planes can be mixed with states stacked

along the same direction, but with orthogonal moment directions.

3. Effect of Second-neighbor Exchange

Adding a finite second neighbor coupling immediately lifts most, but not all, of the large

accidental degeneracy present in the nearest-neighbor model with K > 0 and |Γ| < K/2.
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FIG. S8. Illustration of the sign structure of type-III anti-ferromagnetic states favored by anti-

ferromagnetic second-neighbor exchange, J2 > 0. Filled circles indicate moments along the direc-

tion of the stacked Néel planes, open circles indicate moments against the stacking direction.
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FIG. S9. Illustration of the sign structure of the type-I anti-ferromagnetic states favored by ferro-

magnetic second-neighbor exchange, J2 < 0. Filled circles indicate moments along the direction of

the stacked Néel planes, open circles indicate moments against the stacking direction.

Antiferromagnetic second neighbor exchange, J2 > 0, favors a collinear type-III anti-

ferromagnet containing wave-vectors (0.5, 1, 0), (0, 0.5, 1), (1, 0, 0.5) or equivalents. This can

be viewed as a period four stacking of the form (±,±,∓,∓) or equivalent of Néel planes,

with the moment direction parallel to the stacking direction. There are four choices for

the periodicity and three stacking directions and thus 12 distinct collinear states. The sign

structure of this state is illustrated in Fig. S8.

For J2 < 0 it favors a collinear type-I anti-ferromagnet with wave-vectors (1, 0, 0), (0, 1, 0)

or (0, 0, 1). These can be viewed as stacks of ferromagnetic planes with the moments ori-

ented perpendicular to the stacking direction. There are 12 distinct collinear type I states,

corresponding to three stacking directions, two choices of moment direction and two choices

for the alternation pattern. In terms of stacking of Néel planes, these can be viewed as

13



being composed of the four stackings of the form (±,±) or (±,∓) along each of the three

cubic directions with the moment parallel to the stacking direction. The sign structure of

this state is illustrated in Fig. S9.

In both cases there is a remnant of the larger degeneracy of the nearest-neighbor model:

states stacked along different directions can be continuously mixed. For J2 > 0 one can still

mix a type-III state with any other type-III state with perpendicular moment, and for J2 < 0

you can smoothly mix a type-I state with another type-I state so along as their moments are

orthogonal. This degeneracy cannot be lifted by any exchange interactions bilinear in the

spins that respect the cubic symmetry of the crystal. For each case, three orthogonal type

I or type III states can be grouped into a order parameter m that transforms as a vector

under the cubic symmetries. Since the only bilinear in m that respects cubic symmetry

is ∝ |m|2 we see that an accidental O(3) will remain regardless of the addition of further

(symmetry preserving) exchange interactions [13].

C. Linear Spin Wave Theory

We now consider a semi-classical expansion about the one of ground states described

above. The spin operators can expressed in terms of Holstein-Primakoff bosons as

Srα ≡
√
S

[(
1− nrα

2S

)1/2
arαêα,− + a†rα

(
1− nrα

2S

)1/2
êα,+

]
+ (S − nrα) êα,0, (S3)

where nrα ≡ a†rαarα and r, α denotes the unit cell and sublattice index of the spin. For

the collinear type-I or type-III orders a four-sublattice unit cell is sufficient, while for other

stacked states or for non-collinear mixtures of type-I and type-III larger unit cells are nec-

essary. The vectors êα,±, êα,0 define a local frame of reference; in a more conventional

Cartesian basis one defines êα,± ≡ (x̂α ± iŷα)/
√
2 and êα,0 ≡ ẑα. It is useful to write the

exchange matrix in the frame aligned with these axes

J µµ′

δ,αα′ ≡ ê⊺
α,µJδ,αα′ êα′,µ′ . (S4)

Expanding in powers of 1/S then yields a semi-classical expansion about the ordered state

defined by êα,0, typically chosen to be along the classical ordering direction.

At order O(S) in the Holstein-Primakoff operators we have

Srα ≈
√
S
[
arαêα,− + a†rαêα,+

]
+ (S − nrα) êα,0, (S5)
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Inserting this into our spin Hamiltonian and keeping only terms to O(S) yields

H = NS(S + 1)ϵcl +
1

2

∑
k

(
[a†

k]
⊺
a⊺
−k

) Ak Bk

B̄−k Ā−k

 ak

a†
−k

+O(S1/2), (S6)

where Ns is the number of sublattices, N is the total number of sites and we have defined

the Fourier transforms of the bosons as akα ≡ N
−1/2
c

∑
r e

−ik·rarα where N = NcNs. The

classical energy per site is defined as

ϵcl ≡
1

2Ns

∑
αα′

∑
δ

J 00
δ,αα′ , (S7)

and the matrices Ak and Bk are given by

Aαα′

k = S

(
J +−

k,αα′ − δαα′

∑
µ

J 00
0,αµ

)
, (S8a)

Bαα′

k = SJ ++
k,αα′ , (S8b)

where we have defined the Fourier transforms of the local exchange matrices as

J µµ′

k,αα′ ≡
∑
δ

J µµ′

δ,αα′e
ik·δ. (S9)

The linear spin-wave Hamiltonian [Eq. (S6)] can be diagonalized by a Bogoliubov transfor-

mation. To do this one diagonalizes the modified matrix [32] Ak Bk

−B̄−k −Ā−k

 ≡ σ3Mk (S10)

This yields pairs of eigenvectors Vkα andW−k,α = σ1V̄−kα with eigenvalues +ϵkα and−ϵ−k,α.

These vectors can be normalized such that [32]

V †
kασ3Vkα′ = +δαα′ , W †

−kασ3W−kα′ = −δαα′ , W †
−kασ3Vkα′ = 0. (S11)

One can then write the Hamiltonian in terms of diagonalized bosons, γkα, as [32]

H ≡ NS(S + 1)ϵcl +Nϵqu +
∑
kα

ϵkαγ
†
kαγkα +O(S1/2), (S12)

where we have identified the energy per site from quantum zero-point motion, ϵqu, as

ϵqu ≡
1

2N

∑
kα

ϵkα (S13)
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FIG. S10. Linear spin-wave spectrum of the S = 1/2 nearest-neighbor model [Eq. (S1)] in the

type III antiferromagnet along a high-symmetry path with J > 0 and Γ = 0. Spectra for several

values of K/J and for three symmetry related domains are shown. We see that some of the line

nodes present when K/J = 0 are lifted by finite K/J , but those that are perpendicular to the

stacking direction remain, along with several pseudo-Goldstone modes.
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1. Spin Waves at O(1/S)

The type III ordering observed in K2IrCl6 can be described using a four-site magnetic

unit cell using the same four atoms of the conventional cubic cell. We write

r1 = 0 r2 = a1 r3 = a2 r4 = a3

where a1 = a(ŷ+ ẑ)/2, a2 = a(x̂+ ẑ)/2 and a3 = (x̂+ ŷ)/2 are the usual primitive lattice

vectors. The type III domains can be described by ordering directions on each sublattice

ẑ1, ẑ2, ẑ3, ẑ4 and new lattice translations A1, A2, A3, as given below

Domain ẑ1 ẑ2 ẑ3 ẑ4 A1 A2 A3

X ±x̂ ∓x̂ ±x̂ ∓x̂ ax̂+ a1 aŷ aẑ

±x̂ ∓x̂ ∓x̂ ±x̂ ax̂+ a1 aŷ aẑ

Y ±ŷ ∓ŷ ∓ŷ ±ŷ ax̂ aŷ + a2 aẑ

±ŷ ±ŷ ∓ŷ ∓ŷ ax̂ aŷ + a2 aẑ

Z ±ẑ ±ẑ ∓ẑ ∓ẑ ax̂ aŷ aẑ + a3

±ẑ ∓ẑ ±ẑ ∓ẑ ax̂ aŷ aẑ + a3

Note that we have provided four sign structures for the ẑα of each of the X, Y and Z

domains, giving in total twelve domains (as expected). The four sign structures correspond

to different type III states related by translational or time-reversal symmetries (leaving the

spectrum and scattering intensity unchanged), while the X, Y and Z families are related by

a three-fold rotation.

For each choice of domain and sign structure we can construct the Fourier transforms

of the local exchange matrices, J µν
k,αα′ , as outlined in Sec. II C and from those the Ak

and Bk matrices. Each of these are four by four matrices, leading to a final eight by

eight eigenproblem encoded in Mk to determine the spin-wave energies and intensities.

Practically, we tabulate a list of nearest-neighbor bonds originating within our unit cell and

construct these matrices numerically for each wave-vector of interest.

Results for the Heisenberg-Kitaev limit (Γ/J = 0) at S = 1/2 are shown in Fig. S10, with

three inequivalent domains indicated. We see that for K/J = 0 one has nodal lines along

the [1, 0, 0], [0, 1, 0] and [0, 0, 1] directions (or equivalents). As K/J is rendered finite we
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see that the nodal lines perpendicular to the stacking are preserved, while those along the

stacking direction are lifted. Further, in addition to these nodal lines we see several pseudo-

Goldstone modes at wave-vectors characteristic of the type III order (such as (1, 0.5, 0) and

equivalents). The presence of finite Γ with |Γ| < K/2 does affect the linear spin-wave

spectrum, but only away from high-symmetry lines (for details see Sec. II I), and the nodal

lines and pseudo-Goldstone modes are preserved. We thus see the linear spin-wave spectrum

is qualitatively different than what is observed experimentally due to the presence of a large

number of zero modes.

As the accidental degeneracy that gives rise to these zero modes can be lifted by a finite

second neighbor exchange J2, we should expect that the nodal lines will be gapped for

J2/J > 0 (stabilizing the type III order). The effect of finite J2/J is shown in Fig. S11 for

several values of J2/J . We see that indeed the remaining nodal lines are lifted, but several

of the pseudo-Goldstone modes associated with the type III ordering wave-vectors remain.

This is a consequence of the accidental degeneracy of the of the three type III domains

that is not lifted by finite J2/J . As discussed in Sec. II B 3, this degeneracy is robust and

is not lifted by any bilinear exchanges consistent with the symmetry of the model. We

thus expect these pseudo-Goldstone modes to be persistent at the linear spin-wave level

even if additional anisotropic exchanges (e.g. a second neighbor Kitaev coupling) or further

neighbor interactions are included. As with the Heisenberg-Kitaev model itself, the presence

of these low-lying bands and gapless pseudo-Goldstone modes disagrees qualitatively with

what is observed experimentally.

2. Order by Quantum Disorder

In the Heisenberg limit, quantum fluctuations at O(1/S) are expected to select the

collinear type III ordered from the stacked states described in Sec. II B 2. This was explored

in Ref. [33] for type I and III states, as well as a family of incommensurate spirals. We have

further confirmed that at O(1/S) that among all collinear stacked states up to period-12

in the stacking direction that type III remains the minimum. We have also confirmed that

non-collinear states obtained by continuously mixing different type I states, different type

III states as well as type I and type III states do not yield a different selection. These results

hold true at finite K/J and for small Γ as well.
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FIG. S11. Linear spin-wave spectrum of the S = 1/2 nearest-neighbor model in the type III

antiferromagnet along a high-symmetry path with J > 0, Γ = 0 and finite J2/J > 0. Spectra

for several values of J2/J with K/J = 0.1 and for three symmetry related domains are shown.

We see that some of the line nodes present when J2/J = 0 are lifted by finite J2/J , but several

pseudo-Goldstone modes remain.
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Superficially this would suggest order-by-quantum-disorder selection at O(1/S) could be

responsible for the appearance of type III order in K2IrCl6. However, as shown in Ref. 34,

O(1/S2) and higher corrections likely change this result in the Heisenberg limit. How this

result extends to finite K/J or finite Γ/J is unclear. Calculations at O(1/S2) following

the strategy of Ref. [34] are inconclusive when K/J ̸= 0, with the type I state developing

negative energy modes at S = 1/2. We leave exploration of the O(1/S2) order-by-quantum-

disorder selection in the degenerate phase of the nearest-neighbor model [Eq. (S1)] to future

work.

3. Dynamical Structure Factor

The inelastic neutron scattering intensity per spin is determined by the spin-spin corre-

lation function

Sµν(k, ω) ≡
1

2πN

∫
dte−iωt ⟨Mµ

−kM
ν
k(t)⟩

where Mk ≡ gµB

∑
i e

−ik·riSi is the magnetization operator at wave-vector k and N is the

total number of spins. Explicitly the intensity per spin is given by

I(k, ω) =
kf
ki

(
γr0
2µB

)2

F (k)2
∑
µν

(
δµν − k̂µk̂ν

)
Sµν(k, ω)

where r0 = µ0e
2/(4πme) ≈ 2.818 · 10−15 m is the classical electron radius, µB is the Bohr

magneton, γ = 1.913, F (k) is the magnetic form factor and ki, kf are the incoming and

outgoing neutron wave-vectors. It is useful to write (γr0)
2 ≈ 0.291 barns where 1 barn

= 10−28 m.

Within linear spin-wave theory the dynamical structure factor can be expressed in terms

of the transverse-transverse part of the spin-spin correlation function. At zero temperature

the dynamical structure factor with linear spin-wave theory takes the form [35]

Sµν(k, ω) =
∑
k,n

W µν
k,nδ(ω − ωk,n)

where we defined the weights for each spin-wave mode as W µν
k,n ≡ (SµBg

2/Ns) Φ
n,µ
k Φ̄n,µ′

k

where Ns is the number magnetic sublattices. The quantities Φn,µ
k are defined as

Φn,µ
k ≡

∑
α

e−ik·rα
(
Xα

k,nê
µ
α,− + Y α

k,nê
µ
α,+

)
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The vectors Xk and Yk are blocks of the eigenvectors of Mk with Vk,n = (Xk,n,Yk,n).

Note that the gap observed experimentally is much larger than the sample temperature,

∆ ∼ 0.65 meV compared to T ∼ 0.25 K and so we are justified in taking the zero temperature

limit. Corrections due finite temperature effects will be bounded by the Bose factor nB(∆),

which is entirely negligible at 0.25 K.

D. Non-Linear Spin Wave Theory

Going to next order in 1/S, one obtains a more complex Hamiltonian for the magnon

excitations. This can be written as a sum of the usual two-magnon terms, as well as generally

three- and four-magnon interactions. Following the insights from Sec. II C we will consider

only the case where Γ = 0. With this restriction the three-magnon interaction terms vanish

and the spin-wave interactions simplify considerably. One obtains

H = NS(S + 1)ϵcl +H2 +H4 (S14)

where we define the individual pieces in symmetrized form as

H2 =
1

2

∑
αβ

∑
k

[
Aαβ

k a†kαakβ + Aβα
−ka−kαa

†
−kβ +

(
Bαβ

k a†kαa
†
−kβ + B̄αβ

k a−kβakα

)]
,

H4 =
1

Nc

∑
αβµν

∑
kk′q

[
1

(2!)2
V αβµν
kk[q] a

†
k+q,αa

†
k′−q,βak′µakν +

1

3!

(
Dαβµν

kk′q a
†
kαa

†
k′βa

†
qµak+k′+q,ν + h.c.

)]
.

In terms of the local exchange matrices [Eq. (S4)] one can write

Aαβ
k = S

(
J +−

k,αβ − δαβ
∑
µ

J 00
0,αµ

)
, (S16a)

Bαβ
k = SJ ++

k,αβ, (S16b)

V αβµν
kk′[q] =

(
δαµδβνJ 00

k−k′+q,αβ + δανδβµJ 00
q,αβ

)
−
(
δµνδµβJ +−

k+q,αν + δαβδαµJ +−
k,αν

)
, (S16c)

Dαβµν
kk′q = −3

4

(
δαµδανJ ++

k′,βα + δµβδνβJ ++
k,αβ

)
, (S16d)

where the four-magnon vertices have been left unsymmetrized for brevity. At leading order

in perturbation theory, these magnon interaction terms renormalize the linear spectrum,
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giving corrections to Ak and Bk

∆Aαβ
k =

1

Nc

∑
q

∑
µν

[
V αµνβ
kq[0] ⟨a†qµaqν⟩0 +

1

2

(
Dαµνβ

k,−q,q ⟨a†−qµa
†
qν⟩0 + D̄βµνα

k,q,−q ⟨aqµa−qν⟩0
)]

,

∆Bαβ
k =

1

Nc

∑
q

∑
µν

[
Dµαβν

q,k,−k ⟨a†qµaqν⟩0 +
1

2
V αβνµ
q,−q,[k−q] ⟨aqµa−qν⟩0

]
.

where ⟨. . .⟩0 is an average with respect to the linear spin-wave Hamiltonian, H2.

1. Self-consistent Spin Waves

Due to the large number of zero modes present in the linear spin-wave spectrum, diver-

gences in the interactions can make the leading perturbative result unreliable [33]. One way

to resolve these divergences is by including the interaction terms self-consistently [34]. With

this in mind we consider a adding and subtracting a quadratic piece to the Hamiltonian,

writing

H2 +H4 = (H2 + δH2) + (H4 − δH2) . (S18)

where we define δH2 as

δH2 ≡
∑
αβ

∑
k

[
δAαβ

k a†kαakβ +
1

2

(
δBαβ

k a†kαa
†
−kβ + δB̄αβ

k a−kβakα

)]
. (S19)

We now consider H2 + δH2 as the linear spin-wave problem, evaluating the energies and

eigenvectors with respect to this Hamiltonian. We treat δH2 perturbatively; it appears once

at leading order and thus simply produces an additive contribution toAk andBk. We define

our self-consistent mean-field theory by choosing the perturbations δAk and δBk so that

they cancel the corrections produced by the interactions. This can be done via an iterative

process

δAαβ
k ←

1

Nc

∑
q

∑
µν

[
V αµνβ
kq[0] ⟨a†qµaqν⟩MF

+
1

2

(
Dαµνβ

k,−q,q ⟨a†−qµa
†
qν⟩MF

+ D̄βµνα
k,q,−q ⟨aqµa−qν⟩MF

)]
,

δBαβ
k ←

1

Nc

∑
q

∑
µν

[
Dµαβν

q,k,−k ⟨a†qµaqν⟩MF
+

1

2
V αβνµ
q,−q,[k−q] ⟨aqµa−qν⟩MF

]
.

where ⟨. . .⟩MF is evaluated with respect to the shifted Hamiltonian H2+δH2 and depends on

the current values of δAk and δBk. Once converged, one has an effective quadratic model

of the spin-wave spectrum, with interaction effects encoded in δAk and δBk.
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2. Spin Waves at O(1/S2)

We follow the self-consistent scheme discussed in Sec. IID 1. As for the linear spin-

wave case, we tabulate a list of nearest-neighbor bonds without our unit cell and construct

the matrices and interaction vertices numerically for each wave-vector needed in the self-

consistent sums.

Practically, we iterate this loop for each wave-vector until the corrections have stopped

changing to an absolute tolerance of size 10−8 in all matrix elements. To resolve some of

the divergences due to zero modes present when interactions are absent, the δAk and δBk

matrices were initialized to non-zero values at the start of the iterative loop with δAk = µ1

and δBk = 0 with µ > 0. We have confirmed that the converged result is independent of

the precise choice of µ.

The resulting δAk and δBk yield a quadratic spin-wave Hamiltonian with M eff
k = Mk +

δMk which can be diagonalized as in Sec. II C to yield spin-wave energies and wave-functions.

3. Corrections to the Dynamical Structure Factor

The higher order terms in the Holstein-Primakoff expansion also induce corrections to the

spin-spin correlation functions that appear in the dynamical structure factor. When magnon

decay is forbidden, this generally involves modifications to the intensities from the transverse

spin-spin correlators, as well as contributions to the longitudinal spin-spin correlators from

the two-magnon continuum [36].

The renormalization of the transverse part depends on the normal and anomalous on-site

averages [36, 37]

nα ≡ ⟨a†rαarα⟩0 δα ≡ ⟨arαarα⟩0

For the nearest-neighbor model with Γ = 0 we have that nα ≡ n which is independent of

sublattice and δα = 0. In this scenario the dynamical structure factor in the self-consistent

theory can then be computed from H2 + δH2 as in standard linear-spin-wave theory (see

Sec. II C 3), save with the an overall intensity correction

I(k, ω)→
(
1− n

2S

)
I(k, ω)
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FIG. S12. Self-consistent non-linear spin-wave spectrum of the S = 1/2 nearest-neighbor model

[Eq. (S1)] in the type III antiferromagnet along a high-symmetry path with J > 0 and Γ = 0.

Spectra for several values of K/J and for three symmetry related domains are shown. We see that

the remaining line nodes present when K/J = 0 in linear spin-wave theory are lifted by interaction

corrections, as are all remaining pseudo-Goldstone modes.
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FIG. S13. Linear and self-consistent non-linear spin-wave spectrum of the S = 1/2 nearest-

neighbor model [Eq. (S1)] in the type III antiferromagnet along a high-symmetry path for the best

fit parameters J = 0.74 meV and K = 0.15 meV. Three symmetry related domains are shown. We

see that the presence of spin-wave interactions introduces a large gap to all of the nodal lines and

pseudo-Goldstone modes present in the linear spin-wave spectrum.

We have included this correction in our comparisons to our experimental data. We note that

for our best fit parameters the size of n is not particular large, n ∼ 0.1, and this correction

only amounts to a 10% reduction in scattering intensity.

The contribution from the two-magnon continuum was found to be insignificant in our

self-consistent spin-wave theory, with the spectral weight amounting to a small fraction of

the contribution of the transverse parts. We have therefore not included these contributions

in our comparisons to the experimental data. Further, we note that these contributions

would only modify the intensities for ω ≥ 2∆ ∼ 1.3 meV where ∆ ∼ 0.65 meV is the

one-magnon gap. This intensity also only increases slowly from that minimum, following
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roughly the two-magnon density of states.

E. Effect of Tetragonal Distortion

If the symmetry of the crystal structure is lowered from cubic to tetragonal, additional

exchange interactions are allowed in the spin Hamiltonian. For illustration we consider the

allowed exchange interactions in I4/mmm (#139) which is one of the larger tetragonal

subgroups of Fm3̄m (#225). A standard analysis of the space group symmetry (taking ẑ

to be the tetragonal axis) yields

H =
∑
⟨ij⟩z

[
J⊥Si · Sj + (K⊥ + A⊥)S

z
i S

z
j + (−1)σxy

ij Γ⊥
(
Sx
i S

y
j + Sy

i S
x
j

)]
+

∑
γ=x,y

∑
⟨ij⟩γ

[
JSi · Sj +KSγ

i S
γ
j + (−1)σαβ

ij Γ
(
Sα
i S

β
j + Sα

i S
β
j

)
+ A⊥S

z
i S

z
j

]
(S21)

This model includes different J , K and Γ interactions in the perpendicular to the tetragonal

axis, as well as global XXZ anisotropy encoded in A⊥. Given a small lattice distortion we

should loosely expect each of these terms to be proportional to some component of the strain

ϵ, as well as a spin-lattice coupling constant. The presence of these anisotropies breaks the

continuous degeneracy between the type III states and other stacked classical ground states.

1. Effect on Magnon Gap in Type-III State

At the linear spin-wave level the magnon energies at the high-symmetry wave-vectors

(1, 0, 0), (0, 1, 0) and (0, 0, 1) for the Z-domain of the type-III order gives two distinct energies

for each wave-vector

ω[001],1 = 2
√

(K⊥ + A⊥)(2(J⊥ − J) +K⊥ −K + A⊥),

ω[001],2 = 2
√

(K⊥ + A⊥)(2(J⊥ + J) +K⊥ +K + A⊥),

ω[100],1 = ω[010],1 = 2
√

(K⊥ −K + A⊥)(2J⊥ +K⊥ + A⊥)),

ω[100],2 = ω[010],2 = 2
√

(K +K⊥ + A⊥)(2J⊥ +K⊥ + A⊥).

Note that the symmetric anisotropies have dropped out. For these wave-vectors we also see

that the effect of K⊥ and A⊥ cannot be distinguished, with only K ′
⊥ ≡ K⊥+A⊥ appearing.

We see that, as expected, all zero modes have are gapped out when tetragonal distortions

such as J⊥ ̸= J , K⊥ ̸= K or A⊥ ̸= 0 are included.
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2. Best Fit to Tetragonal Model

Given the observed spectrum we can make reasonable inferences on which of these modes

would correspond to which experimental features. First, the ω(001),1, ω(100),1 and ω(010),1

modes become gapless when J⊥ = J , K ′
⊥ = K. Following how these are expected acquire

gaps in Fig. S13 for the Z domain, we identify ω(001),1 ≈ 0.65 meV and ω(100),1 = ω(010),1 ≈
0.9 meV. The ω(001),2 mode would then correspond to the higher-lying mode at (0, 0, 0) which

was observed in ESR near ω(001),2 ≈ 1.2 meV. The final mode would then correspond to

the high intensity mode near ω(010),2 = ω(100),2 ≈ 1.6 meV at (1, 1, 0), which also appears

at (1, 0, 0) and equivalents for this domain. These experimental constraints do not uniquely

determine the four spatially anisotropic exchange parameters. In fact, this linear spin-wave

model cannot reproduce all four energies due to satisfying the relation ω2
(001),1 + ω2

(001),2 =

ω2
(100),1 + ω2

(100),2 which is not satisfied for the experimentally determined energies.

To resolve this we take two steps: first, we only consider the two low lying modes

(0.65 meV and 0.9 meV) and the highest lying mode (1.6 meV). To find a unique solution

we additionally require that the Curie-Weiss constant ΘCW = −29.3 K [2] is reproduced,

with (2J + J⊥) + (2K +K⊥)/3 ≈ 2.52 meV. This yields the solution

J = 0.724 meV, K = 0.106 meV,

J⊥ = 0.935 meV, K ′
⊥ = 0.203 meV.

These parameters reproduce the three stated spin-wave energies as well as the Curie-Weiss

temperature, but (necessarily) give an incorrect ω(001),2 ≈ 1.71 meV instead of 1.2 meV

for the excluded ESR-visible mode. This represents a moderate increase in the Heisenberg

coupling J of about 29% for the perpendicular plane J⊥/J = 1.29, but a near doubling of

the effective Kitaev coupling K ′
⊥/K = 1.93. Note that this could be partitioned arbitrarily

into a smaller increase K, but a corresponding non-zero value of A⊥. The spectrum of this

best fit using linear spin-wave theory is shown in Fig. S14.

F. Estimating the Magneto-elastic Coupling

As structural distortions due to magneto-elastic couplings can also (effectively) lower

the symmetry and gap out the pseudo-Goldstone modes, it is worthwhile to estimate (at
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FIG. S14. Linear spin-wave spectrum of the nearest-neighbor model with tetragonal distortion

[Eq. (S21)] in the type III antiferromagnet along a high-symmetry path for parameters J = 0.724

meV, K = 0.106 meV, J⊥ = 0.935 meV and K⊥ = 0.203 meV with Γ = Γ⊥ = A⊥ = 0. Three sym-

metry related domains are shown (with the tetragonal distortion following the domain direction).

We see that the anisotropy introduces a large gap to all of the nodal lines and pseudo-Goldstone

modes present in the undistorted case.

least roughly) the expected energy scale for such effects in K2IrCl6. We will consider two

approaches: first, we will estimate the change in exchange constants due to the observed

tetragonal distortion below TN. Next we will directly estimate the distortion and induced

exchanges based on more microscopic arguments. For both we find the effects of magneto-

elastic coupling are far too small to account for the size of the gap observed in K2IrCl6.

We follow the treatment of Liu and Khaliullin [38] that was developed to explain fea-

tures of another iridate compound, Sr2IrO4, with similar on-site and exchange physics [39].

Consider a magneto-elastic coupling of the form

g̃
∑
ij

∑
µν

ϵµν
∑
µ′ν′

Cµν,µ′ν′

ij Sµ′

i Sν′

j

where ϵµν is the (symmetric) strain, g̃ is the overall strength of the magneto-elastic couplings

and Cµν,µ′ν′

ij represent dimensionless factors that form the correct spin quadrupoles out of

the bond operators Sµ′

i Sν′
j to couple to the ϵµν strain component. We expect g̃ to be decom-

posable into g̃ = κg where g is an atomic energy scale and κ relates to the energy scale of

exchange interactions. For the Ir4+ we use an estimate [38] of g ∼ 5 eV, while we assume

κ scales with the exchange J . Since the exchange energy scale in K2IrCl6 is a factor of 102
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smaller than in Sr2IrO4 [14, 38], we will take κ ∼ 5 · 10−5, thus yielding g̃ ∼ 0.25 meV.

The observed splitting of the structural Bragg peaks (see Fig. S3) below TN implies

a strain of roughly ϵ ∼ 10−4. For this value of strain the modification of the magnetic

exchanges would then be of order g̃ϵ ∼ 0.025 µeV. This is negligible relative to all magnetic

energy scales in K2IrCl6. Roughly, one would expect for type I pseudo-Goldstone modes [40]

that the induced gap would scale as ∆ ∼
√
JD with D ∼ g̃ϵ. This yields a gap of ∼ 5 µeV;

as expected, far too small to account for the observed gap in K2IrCl6.

Consider now the expected distortion due to g̃. This is given by ϵ ∼ g̃/K where K
defines the elastic energy ∼ 1

2
Kϵ2. If we estimate that the elastic constants in K2IrCl6 are

comparable to that in Sr2IrO4, then we would have an induced exchange D ∼ g̃2/K and

thus gaps of size ∆ ∼
√
JD = g̃

√
J/K. With J and g̃ two orders of magnitude smaller in

K2IrCl6, this yields a factor of 103 in the gap relative to the estimate of Liu and Khaliullin

[38], i.e. ∆ ∼ O(µeV) as above. One might expect a smaller elastic constant in K2IrCl6,

e.g. due to some evidence for proximity to a structural distortion [41], but several orders

of magnitude difference in K would be required to render the estimate for ∆ significant.

Note that for K ∼ 100 GPa [] yields an estimate of ϵ ∼ 10−6 or 10−5; not too far from the

observed 10−4 distortion.

G. Dynamics in Paramagnetic Phase

Accessing dynamical properties in the paramagnetic regime when T > TN is difficult

when quantum effects are included. We therefore adopt a classical approach for the spin

dynamics in the regime, including renormalizations in the energy scale and intensities to

partly mimic some quantum features.

We consider the Hamiltonian Eq. (S1) augmented with second-neighbor exchange [Eq. (S2)]

in the classical limit where the spins are unit length vectors |Si|2 = 1. We assume they

follow conventional Landau-Lifshitz dynamics

dSi

dt
= −Si ×

∂H

∂Si

, (S23)

where −∂H/∂Si ≡ Bi is the (local) exchange field due to the neighboring spins. The initial

conditions Si(0) for this equation are drawn from a thermal distribution at temperature T

using Monte Carlo sampling. Once a sample of trajectories Si(t) are obtained, the part of
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the dynamical structure factor relevant for inelastic neutron scattering is given by

Scl(k, ω) =
∑
µν

(
δµν − k̂µk̂ν

)
⟨S̄µ

k(ω)S
ν
k(ω)⟩ ,

where Sk(ω) is the Fourier transform of Si(t) in both space and time. To account for our

spins being S = 1/2 we simply rescale frequencies by a factor of S, ensuring (for example)

that in the low temperature limit the classical and quantum spin-wave frequencies agree.

To partially account quantum effects we also multiply by an energy dependent correction

factor [42, 43]

Fqu(ω) ≡ βω (1 + nB(ω)) ,

where nB(ω) = 1/(eβω − 1) is the Bose factor. This factor enforces the quantum version

of the fluctuation-dissipation theorem relating positive and negative frequencies [44], as

Fqu(−ω) = e−βωFqu(ω).

Practically, we generate our thermal samples using Monte Carlo with single-site heat-

bath [27] and over-relaxation [45] updates, annealing down from high temperature O(10J)

to the temperature of interest and then thermalizing for the same number of sweeps. At

the high temperatures of interest here only a small number of sweeps, typically O(103), are

necessary to reach equilibrium.

For each sample we solve the coupled non-linear ordinary differential equations of

Eq. (S23) using an adaptive fourth-order Runge-Kutta method [46] as implemented in

the odeint library [47]. Fourier transforms in both space and time, as implemented in

the FFTW library [48, 49], are then used to obtain Sk(ω) and then compute the dynamical

structure factor. At the temperatures of interest O(102) samples are sufficient to reach

convergence in both energy resolved and energy averaged quantities. The adaptive time

stepping was performed with (absolute and relative) error tolerances of 10−8. The final

trajectories were evaluated by interpolation on a grid to obtain a frequency spacing of

∆ω = 0.04 meV and a maximum frequency of ωmax = 3 meV, to allow comparison to the

full measured spectrum.

For the simulations presented in the main text we used our best fit parameters, J = 0.74

meV, K = 0.15 meV and Γ = 0, A small finite J2 can be included to classically stabilize a

type III order (see Sec. II H) though it does not significantly affect any of our results. To

make meaningful comparisons to experiment, we performed simulations at T = 2TN where

TN is the (classical) Néel temperature to match the 6 K used experimentally. Each spectrum
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and slice is averaged in the same way as the experimental data, as described in more detail

in Sec. II J.

H. Effect of J2 on Néel temperature

Monte Carlo simulations for the static properties of our best model fit (augmented with

finite J2/J) were carried out using parallel tempering Monte Carlo [24–26]. Each tempera-

ture was annealed from the highest temperature in our grid then thermalized before samples

were taken. Single-site heat-bath [27] and over-relaxation [45] updates were used throughout

and proved sufficient to equilibriate our system when combined with the parallel tempering.

Typical simulations were for systems of L3 cubic cells (N = 4L3 spins) with L = 8, 10, 12

and used 4 ·104 sweeps for annealing and thermalization and a further 105 sweeps for sample

production. Each sweep consists of N heat bath and N over-relaxation updates followed by

a sweep attempting swaps of (random) neighboring temperatures for each replica.

The classical transition temperature TN/J ∼ 0.67 was located via the position of the

maximum in heat capacity and in the onset of the static structure factor at (1, 0.5, 0) and

equivalents. We confirmed that the (1, 0, 0) type I order parameter remained small through

the transition. Note that with J2/J = 0 the transition remains near T/J ∼ 0.66 but

the order switches to type I due to the effects of order-by-thermal-disorder as has been

established in the Heisenberg case [50]. While, small finite J2/J > 0 has little effect on

TN/J the entire phase below TN switches to type III almost immediately.

I. Constraints on Size of Γ Exchange

At the level of linear spin-waves the effect of finite Γ is limited. For the spectra, slices

and cuts shown in Fig. 2 of the main text the contributions to Ak and Bk that are ∝ Γ all

vanish. We thus do not expect significant changes to our results if small Γ ̸= 0 is included.

To determine whether Γ is not necessary to explain our data, we have examined I(k, ω) at

wave-vector k = [0.5, 0.5, 0.5] where Γ would expected to contribute maximally at the level

of linear spin-wave theory. We find no significant differences between our non-linear spin-

waves with Γ = 0 and the experimental data. Finally, we note that ab-initio calculations [3]

estimate Γ/J ≈ 0.08, small relative to J and a factor of three smaller than our best fit
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K/J = 0.2.

Going beyond linear spin-waves a finite Γ can induce spontaneous magnon decay [37] when

the one- and two-magnon excitations overlap in energy. As discussed in Sec. IID 3, the two-

magnon intensity would be expected to begin at 2∆ ∼ 1.3 meV where ∆ ∼ 0.65 meV is the

one-magnon gap. Any spontaneous decay would thus be limited to that regime. The two

magnon density of states grows slowly starting from its minimum energy, further suppressing

this decay channel. Given the resolution of the inelastic data presented here it is unlikely

this relatively small level of decay could be resolved.

J. Details of Comparison Between Theoretical and Experimental Dynamical

Structure Factor

To perform a detailed comparison between the theoretical calculation and experimental

data we must model not only I(k, ω), but also the finite energy resolution, averaging of the

data in k and the magnetic form factor of Ir4+.

1. Energy Resolution

Due to the finite energy resolution of the experimental measurement, we convolve our

theoretical result with a Gaussian lineshape with width σω = 0.07 meV, chosen to match the

peak widths observed in the individual k cuts [Main text, Fig. 2(g)]. The resulting intensity

is then binned on the same grid as the experimental data with the bin width divided out.

2. Wave-vector Averaging

To improve statistics the experimental spectrum [Fig. 2(a-b)], slices [Fig. 2(c-f)] and cuts

[Fig. 2(g)] presented in the main text have all been averaged over a window in wave-vector.

• Spectrum: This integration window is ±0.15 r.l.u in the directions perpendicular to

the path. In panel (a) this is integrated over wave-vectors [1 + δh, k, δl] for −0.15 ≤
δh, δl ≤ 0.15 and in panel (b) over [δh, k, δl] over the same range.

• Slices: This integration window is ±0.2 r.l.u in the direction perpendicular to the

plane. In each panel the intensity has been averaged over wave-vectors [h, k, δl] with
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FIG. S15. Ir4+ magnetic form factor squared, with several wave-vectors relevant for K2IrCl6 shown.

Radial integrals are obtained from [51].

−0.2 ≤ δl ≤ +0.2.

• Cuts: This integration window is ±0.1 r.l.u each the direction. For a panel showing

wave-vector (h, k, l) the intensity has been averaged over wave-vectors [h + δh, k +

δk, l + δl] with −0.1 ≤ δh, δk, δl ≤ +0.1.

In the theoretical calculations this averaging is carried out stochastically. For each point

requiring averaging, we generate a uniform random wave-vector in the required range and

calculate the intensity via sampling, with O(102) samples sufficient to achieve reasonable

convergence.

3. Iridium Form Factor

The theoretical results must be multiplied by the magnetic form factor of Ir4+ to be mean-

ingfully compared to the experimental data. We use the form factor calculated in Kobayashi

et al. [51], as has been used in previous neutron scattering studies of K2IrCl6 [52]. We show

the squared form factor in Fig. S15. We see the effect of the form factor can result in a

reduction in intensity as high as 40% in the range of wave-vectors of interest.
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4. Interpolation of Theoretical Results

Due to the extensive averaging in the experimental data, we have adopted an interpola-

tion procedure to calculate the linear and non-linear spin-wave energies and intensities at

arbitrary points in the Brillouin zone. Interpolation of ϵk,n or Wk,n, while natural, does not

correctly capture important features such as band crossings in the spectrum, as they are not

smoothly varying as a function of wave-vector.

Instead, we interpolate the full spin-wave dispersion matrix Mk at the desired wave-

vector and then use this interpolated matrix to calculate spin-wave energies and intensities.

In linear spin-wave theory Mk is an analytic function of k and thus can be interpolated

effectively. In the self-consistent case, while not guaranteed, we expect the presence of a

gap to render the corrections δAk, δBk well-behaved (smooth) as a function of wave-vector.

This procedure has the advantage of correctly capturing the dispersion and intensities near

features like band crossings and pseudo-Goldstone modes.

For all plots in the main text and supplemental materials we use a standard tricubic

interpolation [53] of the matrix elements of Mk. Due to our Fourier transform convention

we have Mk = Mk+G for reciprocal lattice vectors G and thus the interpolation wraps

appropriately through the periodic boundaries of our k-grid.

For our self-consistent spin-wave results we have used a finite system size of N = 4L3

with L = 12 or L = 24 to calculate the renormalized M eff
k dispersion matrices. We have

checked that no meaningful difference is visible between the L = 12 and L = 24 interpolated

results, verifying that the scheme has converged in system size and that the interpolation

procedure is effective. For the linear spin-wave results we use the same scheme, but with

L = 64.
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